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Abstract 

Background  Treatment with HER2-targeted therapies is recommended for HER2-positive breast cancer patients 
with HER2 gene amplification or protein overexpression. Interestingly, recent clinical trials of novel HER2-targeted 
therapies demonstrated promising efficacy in HER2-low breast cancers, raising the prospect of including a HER2-low 
category (immunohistochemistry, IHC) score of 1 + or 2 + with non-amplified in-situ hybridization for HER2-targeted 
treatments, which necessitated the accurate detection and evaluation of HER2 expression in tumors. Traditionally, 
HER2 protein levels are routinely assessed by IHC in clinical practice, which not only requires significant time con-
sumption and financial investment but is also technically challenging for many basic hospitals in developing coun-
tries. Therefore, directly predicting HER2 expression by hematoxylin-eosin (HE) staining should be of significant clinical 
values, and machine learning may be a potent technology to achieve this goal.

Methods  In this study, we developed an artificial intelligence (AI) classification model using whole slide image of HE-
stained slides to automatically assess HER2 status.

Results  A publicly available TCGA-BRCA dataset and an in-house USTC-BC dataset were applied to evaluate our AI 
model and the state-of-the-art method SlideGraph + in terms of accuracy (ACC), the area under the receiver operat-
ing characteristic curve (AUC), and F1 score. Overall, our AI model achieved the superior performance in HER2 scoring 
in both datasets with AUC of 0.795 ± 0.028 and 0.688 ± 0.008 on the USCT-BC and TCGA-BRCA datasets, respectively. 
In addition, we visualized the results generated from our AI model by attention heatmaps, which proved that our AI 
model had strong interpretability.

Conclusion  Our AI model is able to directly predict HER2 expression through HE images with strong interpretabil-
ity, and has a better ACC particularly in HER2-low breast cancers, which provides a method for AI evaluation of HER2 
status and helps to perform HER2 evaluation economically and efficiently. It has the potential to assist pathologists 
to improve diagnosis and assess biomarkers for companion diagnostics.
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Introduction
Breast cancer (BC) is the most commonly diagnosed 
cancer in women worldwide and the leading cause of 
cancer deaths globally in the year of 2022 [1]. In China, 
BC became the most frequent cancer type in women, and 
Chinese patients accounted for approximately 18% death 
cases of BC in the world [2]. In the foreseeable future, 
BC will remain a critical health challenge and a main risk 
factor for death [3].

Human epidermal growth factor receptor 2 (HER2) 
is a well-known negative prognostic factor, a predictive 
biomarker, and a therapeutic target in several kinds 
of cancers, leading to the development of multiple 
targeted therapies utilizing the monoclonal antibody 
trastuzumab as well as other anti-HER2 compounds 
[4, 5]. The HER2 IHC scoring is a semi-quantitative 
method that applies four grades, HER2 0, 1 +, 2 +, and 
3 +, to denote the expression levels of HER2 protein on 
cell surface in BC tissues according to the American 
Society of Clinical Oncology and the American Society 
of Pathologists (ASCO/CAP) 2018 guidelines. HER2-
positive BC is defined as IHC HER2 3 + or IHC HER2 
2 + in combination with HER2 gene amplification 
detected by ISH [6]. Traditional viewpoint believed that 
only patients with HER2-positive would benefit from 
HER2-targeted drugs, such as trastuzumab, pertuzumab, 
and most recently, tucatinib and trastuzumab deruxtecan 
(T-DXd), resulting in improved survival [7]. Recently, 
there has been a change in the interpretation of HER2 
status (negative/positive), which separates the HER2-low 
expression cases from the HER2-negative category [8]. 
Such change has been supported by the  latest researche 
that observed the anti-tumour effects of the conjugated 
antibody T-DXd in the HER2-low subgroup of metastatic 
or local unresectable BC, represented by the extension of 
both progression-free and overall survivals [9, 10].

For pathological diagnosis, studies of intra- and inter-
observer variability have found a good concordance 
between different observers for the distinguishment 
of positive and negative HER2 expression [11, 12]. 
Now that the clinical importance of the HER2-low 
subgroup has been recognized, precise identification of 
this subgroup becomes crucial. However, although the 
ASCO/CAP guidelines have defined the IHC criteria for 
HER2 status in BC, identifying HER2-low expression is 
often indecisive with low reproducibility [8]. Not like 
determination of HER2-negative and HER2-positive 
status, distinguishing the HER2  0 and HER2-low, 
especially HER2 1 + subgroups is quite difficult and of 
low concordance [11, 12]. The HER2 signals might be 
affected by many pre-analytical and analytical issues 

such as formalin fixation, staining artifacts, technical 
diversity, and biological heterogeneity, which will give 
rise to both false positive and false negative results in the 
identification of HER2-low expression [13].

Even for the most experienced and conscientious 
pathologists, methodologies in addition to IHC would 
be of great help in determining the HER2 status of the 
HER2-low group of BC patients. Fortunately, machine 
learning-based predictors have emerged as speedy, 
accurate, and cost-effective approaches in predicting 
both HER2 status in tumor tissues and patient response 
to anti-HER2 treatments [14, 15]. In particular, deep 
learning (DL) algorithms as a set of techniques have the 
capacity to exploit large and complex real-world datasets 
for cross-domain and cross-discipline prediction and 
classification tasks [16, 17]. In the early stages, features of 
HER2 IHC images were manually obtained and utilized 
to generate an appropriate classifier for prediction [18]. 
With the rapid development of deep learning, people 
started to use convolutional neural network (CNN) for 
HER2 scoring, which was able to automatically learn 
high-level semantic features through a hierarchical deep 
architecture [19, 20]. In recent years, there has been a 
growing interest in predicting HER2 scores from HE 
slides that are more cost-effective and readily available. 
Artificial intelligence (AI) technology has been applied 
for prediction of HER2 status or scores directly from 
HE slides [21–23]. Representatively, Lu et al. proposed a 
graph neural network (GNN)-based weakly supervised 
method, SlideGraph +, which utilized graph structure to 
generate slide-level graph representation for prediction 
under the slide-level annotations [21]. It can capture the 
medical semantic relationship among different tissue 
regions within a single whole slide image (WSI) [21]. 
However, external validation of SlideGraph + in one 
test set didn’t take HER2 2 + into consideration, which 
tend to be a common and controversial typing, while 
the other external validation datasets taking HER2 
2 + into consideration but simply separate all cases as 
negative or positive without FISH results. As for accurate 
interpretation of HER2 IHC scores to distinguish HER2 0 
and HER2 1 + staining, AI-assisted technology had been 
reported to identify patients with HER2 0 tumors more 
accurately with decreased misinterpretation of HER2 
1 + tumors [24]. Similarly, this study merely focused on 
identifying HER2 0 and 1 + cases, but did  not contain 
other subtypes.

This study aims to exploit the ability of AI to provide 
accurate diagnosis of HER2 status from HE images 
under realistic clinical conditions. We also explored 
the reliability of HE in comparison with IHC slides as 
diagnostic basis, and evaluated the potential utility of 
computer-aided diagnosis in clinical practice.
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Materials and methods
Patient cohort
The BC patient cohort with HER2 scores comprising 
350 cases, named as USTC-BC, was randomly obtained 
from the First Affiliated Hospital of University of Science 
and Technology of China (USTC), from 2019 to 2022. 
Each case stood for a standard, high-quality HE-stained 
slide. In the USTC-BC, 59, 81, 105, and 105 cases were 
annotated as HER2 0, 1 +, 2 +, and 3 +, respectively, 
according to the 2018 ASCO/CAP guidelines. These 
cases were allocated into the training and test sets that 
contained 245 (70%) and 105 (30%) patients, respectively.

The HE-stained whole-slide images with HER2 scores 
of 502 cases were randomly obtained from the TCGA 
database and named as the TCGA-BRCA cohort. In the 
TCGA-BRCA cohort, 57, 211, 146, and 88 cases were 
scored as HER2 0, 1 +, 2 +, and 3 +, respectively. The 
TCGA-BRCA cohort was used as an independent test set 
for our model. Details of the USTC-BC and the TCGA-
BRCA datasets were shown in Table 1.

Slide preparation and whole‑slide images
Tissue blocks with the minimal proportion of ductal 
carcinoma in  situ were select for hematoxylin-eosin 
(HE) or immunohistochemistry (IHC) stain. The IHC 
procedures of all slides were conducted under the same 
laboratory conditions, using the same equipment and 
reagents (Ventana Medical Systems, Roche), and the 
HER2 results were interpreted by two senior pathologists 
to ensure the consistency.

Whole slide images were obtained for all the 
HE-stained slides by scanning at × 40 magnification with 
a whole-slide imaging scanner (Slide scanner SQS-120P; 
Shenzhen Shengqiang Technology Co, Ltd, Shenzhen, 
Guangdong, China).

Weakly supervised learning
The kernel attention transformer (KAT) method was 
applied to extract hierarchical context information from 
local regions of the WSIs and supply various diagnosis 
information [25] for AI model under weakly supervised 
learning. Before the training of AI model, the patches 
were extracted as 512-dimension features by a pathology 
language-image pre-trained network, namely the 
Pathology Language and Image Pre-Training (PLIP) [26], 
which provided the cross-modal, semantic correlation, 
and multi-perspective feature representations compared 
to the unimodal (image-based) model. The corresponding 
coordinates of the patches were clustered to obtain a set 
of anchors. Each anchor can generate the hierarchical 
anchor-related masks for all the patches based on spatial 
distance, which indicated the calculated weights between 
the anchor and each patch. For modeling the pair-wise 
dependencies between the anchor and the patch, a set 
of tokens were defined as the kernels, and each kernel 
corresponded to an anchor along with its anchor-related 
masks. To aggregate the information from all the kernels, 
the class token was used for information exchange with 
the kernels and achieved the prediction of HER2 score. 
Overall, the input of the AI model consisted of the 
patch features, kernels, class token, and anchor-related 
masks. The structure of AI model comprised multiple 
KAT modules. Each KAT module included two layer-
normalization layers, one kernel-attention layer [7], 
and one feed-forward layer. During the model training 
process, we utilized fivefold cross-validation to enhance 
the stability and generalization capability of our AI 
model. Specifically, we randomly divide the 245 training 
cases into five subsets, successively selected one subset 
as the validation set, and used the remaining four subsets 
as the training set, conducting five independent training 
and validation processes. This approach can utilize all the 
data for training, minimize the bias caused by a single 
partition, and obtain a more comprehensive performance 
evaluation result. Moreover, in each fold of training, we 
employ early stopping to prevent model overfitting. In 
particular, we continuously monitor the performance 
on the validation set during training, and when the 
performance on the validation set no longer improves 
or even declines over a certain number of iterations, 
we terminate the AI model training and use the current 
optimal model to predict the 105 test cases. This method 
not only effectively avoids overfitting but also helps us 
determine the best test model, thereby enhancing the 
generalization capability and reliability of our AI model. 
In the end, each case was predicted using the trained AI 
model, and the interpretability analysis was performed 
and visualized with the attention heatmap.

Table 1  Composition of training data set and test data set of 
two data sets

Dataset type Her2 scores Training data set Test data set

USTC-BC HER2 0 41 slides 18 slides

HER2 1 +  56 slides 24 slides

HER2 2 + 74 slides 31 slides

HER2 3 +  74 slides 32 slides

Total 245 slides 105 slides

350 slides

TCGA-BRCA​ HER2 0 40 slides 17 slides

HER2 1 +  148 slides 63 slides

HER2 2 +  102 slides 44 slides

HER2 3 +  62 slides 26 slides

Total 352 slides 150 slides

502 slides
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Like most BC samples processed in clinical prac-
tice, the 350 cases in this study had limited annotation 
information (only available slide-level labels), which 
made the weakly supervised learning method par-
ticularly suitable for the HER2 scoring task. Because 
the high resolution of WSI hampered direct input for 
model training, pre-processing was performed for 
all the WSIs. To this end, each WSI was divided into 
non-overlapping patches with the fixed-size (256 × 256 
pixels) and the corresponding coordinates of these 

patches were obtained by a window sliding strategy. 
After then, the background patches were removed and 
tissue-related patches were acquired by the tissue seg-
mentation. Hierarchical context information from local 
regions of the WSIs was extracted by KAT to get vari-
ous diagnosis information for AI model under weakly 
supervised learning. Information from all the kernels 
was aggregated to achieve the prediction of HER2 score 
(Fig. 1).

Fig. 1  Overview of the study. a The patient cohort of the in-house USTC-BC dataset, which displays the proportions of different HER2 expression 
levels and the division of data for experiments. b The WSI pre-processing. Each WSI is divided into a set of patches and corresponding coordinates. 
c Overview of the AI model. The network structure of the AI model is mainly composed of the Kernel Attention Transformer (KAT) modules. 
The input of the AI model consists of two parts: the patch features extracted by a pre-trained feature extractor and the anchors generated 
by the coordinates of the patches. The output includes two parts: the probability corresponding to each predicted category and the attention 
scores used for interpretative analysis. d The structure of the KAT module. Each KAT module has two layer-normalization layers, one kernel-attention 
layer, and one feed-forward layer
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Statistical analysis
In the testing phase, the results generated by the AI 
model include the predicted probabilities for each cat-
egory. Among these predicted probabilities, the category 
with the highest probability is designated as the final 
predicted category of the AI model. The final prediction 
results are then compared with the actual outcomes to 
assess the accuracy of the AI model. Additionally, the F1 
score serves as an indicator of the AI model for improv-
ing both precision and recall. Importantly, evaluating the 
area under the ROC curve for each category provides a 
more significant measure of the generalization ability of 
the AI model. In this study, we utilize Python (version 
3.8) with the ‘numpy’ (version 1.22.3 for array computa-
tion) and ‘scikit-learn’ (version 1.2.0 for providing some 
simple tools of data analysis) packages to calculate all 
evaluation metrics. For Fig.  2, it is conducted and ana-
lyzed using the ‘matplotlib’ package of Python. At last, 
the false positive and false negative rates on USTC-BC 
dataset under different threshold settings are calculated.

Results
After the training of the AI model with fivefold cross 
validation on data of 245 tumor cases, we conducted 
a comparative experiment and then measured the 
HER2 scoring power of our AI model on the test set of 
105 tumor cases. In the comparative experiment, our 
AI model and the abovementioned state-of-the-art 
method SlideGraph + were evaluated on the TCGA-
BRCA dataset and our in-house USTC-BC dataset in 
terms of ACC, AUC, and F1 score (Table  2). In detail, 
with the in-house USTC-BC dataset, our AI model 
obtained ACC of 0.556, AUC of 0.795, and F1 score of 
0.556, standing for improvement of 6.3% in ACC, 2.7% 
in AUC, and 6.3% in F1 compared to SlideGraph +. 
Likewise, our AI model reached ACC of 0.389, AUC of 
0.688, and F1 score of 0.389 on the public TCGA-BRCA 
dataset. Furthermore, we performed an external dataset 
testing experiment to validate the generalization ability 
of our AI model. Specifically, the TCGA-BRCA dataset 
was utilized as an external test dataset for our AI model 
trained on the in-house USTC-BC dataset, we attained 
metrics of 0.314, 0.579, and 0.314 for ACC, AUC, and 
F1, respectively, surpassing the validation results of 
SlideGraph + (0.301 for ACC, 0.564 for AUC, and 0.301 
for F1 score). Overall, our AI model effectively predicted 
HER2 scores from HE-stained slides on both datasets. 
In addition, we generated the ROC curves of our AI 
model and SlideGraph + for each category in these two 
datasets (Fig. 2). As can be seen, it was more challenging 
to effectively identify the HER2 1 + compared to the 
HER2 0, HER2 2 +, and HER2 3 + categories, which was 

consistent with the frequent misidentification of HER2 
1 + as HER2 0 or HER2 2 + by pathologists.

The interpretability of AI models was crucial for the 
understanding of the results generated by AI, particularly 
in predicting HER2 scores from HE slides. In this aspect, 
attention heatmaps were generated based on model 
attention scores of different tissue regions to illustrate the 
visualized results of our AI model (Fig.  3). Specifically, 
Fig. 3a shows the thumbnails of the HE slides and Fig. 3d 
displays the randomly magnification of HE images, all 
showing invasive carcinoma. Figure  3b presents the 
heatmaps of the HE slides, where regions with higher 
attention scores indicate areas that the model focuses 
on, which are strongly correlated with the results of the 
AI analysis. Whereas HE slides cannot directly reflect 
HER2 protein levels, the counterpart IHC slides facili-
tated the revisit of the attention heatmaps generated by 
the AI model (Fig. 3c). Indeed, the regions of high atten-
tion in the attention heatmaps were consistent with the 
regions of HER2 expression in the IHC images (Fig.  3). 
Besides, fluorescence in  situ hybridization (FISH) test-
ing have been performed on a subset of our cases includ-
ing 20 cases each of HER2 0, 1 +, 2 +, and 3 + to validate 
the HER2 status identified by our AI model. All HER2 
3 + cases showed HER2 amplification (20/20, 100%), and 
none of HER2 0 and 1 + cases showed HER2 amplifica-
tion (0/20, 0%). Four cases of HER2 2 + showed HER2 
amplification (4/20, 20%) (Fig. 3e). The FISH results were 
consistent with the IHC findings, further supporting the 
reliability of our AI model. Therefore, our AI model is 
a highly interpretable model with the capacity to iden-
tify tumor regions of HER2 protein expression from HE 
slides.

We have calculated the false positive and false negative 
rates on USTC-BC dataset under different threshold 
settings, with results presented in Supplementary Table 1. 
On the USTC-BC dataset, both false positive rate and 
false negative rate are low (< 0.25). Overall, through this 
approach, setting reasonable decision-making strategies 
can effectively control type 1 and 2 statistic errors that 
could affect the generalisation of the study.

Discussion
HER2 protein overexpression and/or HER2 gene ampli-
fication occur in ~ 20% of invasive breast cancers, which 
has been recognized as a sole predictive marker for bene-
fits from HER2-targeted therapy [9]. As a routine practice 
for newly diagnosed BC, IHC is used to screen and deter-
mine the HER2-positive and HER2-negative cases, and 
ISH is performed as a confirmation test for HER2 IHC 
equivocal cases. In clinical trials, newly developed con-
jugated antibodies (Trastuzumab Deruxtecan, DS-8201) 
demonstrated a significant effect in treating metastatic 
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Fig. 2  The receiver operating characteristic (ROC) curves of SlideGraph + (left) and our AI model (right). These ROC curves show the area 
under the ROC curve (AUC) for each level of HER2 expression: a In the USTC-BC dataset. b In the TCGA-BRCA dataset. c In the TCGA-BRCA 
as an external test set
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or primary unresectable breast cancer patients, unveiling 
an advent that HER2-low BC becomes treatable with the 
new generation of HER2-directed antibody-drug conju-
gates (ADCs) [10].

As to HER2 interpretation, pitfalls such as intratumoral 
HER2 heterogeneity and increase in chromosome enu-
meration probe 17 signals may lead to inaccurate assess-
ment of HER2 status. According to the 2018 ASCO/CAP 
guidelines, the assessment of IHC-stained slides based 
on visual observation is affected by the heterogeneous 

staining patterns and inter-pathologist variability. HER2 
heterogeneity was more common in HER2 1 + and HER2 
2 + tumors, making it challenging to distinguish HER2 
1 + from HER2 0 and HER2 2 +. Consequently, diag-
nostic consistency was significantly lower in determin-
ing the difference between HER2 1 + and HER2 0 or 
HER2 2 + samples relative to that between HER2 2 + and 
3 + cases (26% vs. 58%) [27]. Pathologist-related rea-
sons, such as fatigue, stress, and other emotional states, 
also contribute to diagnostic variability. Therefore, 

Table 2  Results (ACC, AUC, F1) of our AI model and SlideGraph + 

*TCGA-BRCA was used as the external test set

Method USTC-BC
(HER2 0, HER2 1 + , HER2 2 + , HER2 3 +)

TCGA-BRCA​
(HER2 0, HER2 1 + , HER2 2 + , HER2 3 +)

TCGA-BRCA*
(HER2 0, HER2 1 + , HER2 2 + , HER2 3 +)

ACC​ AUC​ F1 ACC​ AUC​ F1 ACC​ AUC​ F1

SlideGraph +  0.493 ± 0.043 0.768 ± 0.014 0.493 ± 0.043 0.376 ± 0.015 0.654 ± 0.017 0.376 ± 0.015 0.301 ± 0.017 0.564 ± 0.023 0.301 ± 0.017

Our AI Model 0.556 ± 0.050 0.795 ± 0.028 0.556 ± 0.050 0.389 ± 0.020 0.688 ± 0.008 0.389 ± 0.020 0.314 ± 0.020 0.579 ± 0.029 0.314 ± 0.020
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Fig. 3  Visualization based on the attention map in our AI model. a The overview thumbnails of HE slides. b The attention heatmaps. c The 
overview thumbnails of the corresponding IHC slides. d Randomly magnified HE stained images. e Fluorescence in situ hybridization (FISH) results 
corresponding to different HER2 expression statuses
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pathologists often diagnose equivocal samples as HER2 
2 + in order to request ISH testing for a more conclusive 
decision, which would be costly and labor-consuming 
[28].

Digital pathology to a large extent would solve the 
abovementioned problems. Alternative methods, such 
as quantitative fluorescence assays or digital image 
analysis (DIA), have been proposed for the identification 
of the HER2-low category [29, 30]. With the rise of 
deep learning, CNN has been employed for automated 
HER2 scoring of IHC slides [20]. In recent years, a 
GrayMap + CNN model was developed to predict 
HER2 expression levels and gene mutations based on 
WSI of HER2 IHC sections with high accuracy, which 
demonstrated a promising future of digital pathology 
for accurate HER2 interpretation [31]. Compared with 
IHC slides, HE slides are more cost-effective and more 
readily available in clinical practice. Not surprisingly, 
there has been a growing interest in predicting HER2 
expression from HE images. Based on the method of 
SlideGraph +, Lu et  al. [21] proposed a graph neural 
network (GNN) to generate the slide-level graph for 
prediction of HER2 status at the WSI level, which was 
useful but had its limitations in case selection when 
doing external validation. In addition, Shovon et  al. 
presented the HE-HER2 Net on the basis of transfer 
learning to quantify the HER2 expression status from 
HE images [23]. Despite the utilization of these methods 
in predicting HER2 scores or status from HE slides, the 
features of WSI extracted by these methods were not 
strictly correlated to the information of HER2 protein 
expression in IHC slides in most studies. Therefore, 
the interpretability of distinct models requires further 
research, which constitutes a major task of our AI model.

HER2 status has been evaluated by diaminobenzidine 
(DAB) density features standing for the areas and 
intensity of membranous DAB staining on IHC images 
that represent the level of HER2 protein expression. 
In HE slides, HER2 status was shown to be associated 
with the different types of nuclei in BCs. Based on this, 
we used HE images with corresponding HER2 scores 
and developed a deep convolutional neural network 
predictor to evaluate the status of HER2 expression in 
a given HE image region. In this work, we adopted the 
KAT method for training in order to extract hierarchical 
context information from local regions of the WSIs and 
supply various diagnosis information for predicting 
HER2 scores in BC. With the in-house USTC-BC dataset, 
after deep learning of the data from 245 tumor cases 
with fivefold cross validation, our AI model obtained 
ACC of 0.556, AUC of 0.795, and F1 score of 0.556 in 
the test set of 105 tumor cases. The evaluations of our 
AI model and the state-of-the-art SlideGraph + method 

with the public TCGA-BRCA dataset and the in-house 
USTC-BC dataset for HER2 scoring demonstrated 
a superior performance of our AI model in terms of 
ACC, AUC and F1 score. To validate the generalization 
performance of our AI model, we conducted validation 
experiments using an external test set. Specifically, our 
AI model was trained on data from the USTC-BC dataset 
and then tested on data from the TCGA-BRCA dataset. 
The metrics of ACC, AUC, and F1 were all superior to 
the results of SlideGraph +. Furthermore, from the 
ROC curves of our AI model and SlideGraph + for each 
category in the two datasets, it was obviously more 
challenging to effectively identify HER2 1 + compared to 
HER2 0, HER2 2 +, and HER2 3 + categories, which was 
consistent with the frequent misidentification of HER2 
1 + as HER2 0 or HER2 2 + on conventional microscopic 
examination. The interpretation consistency of HER2 
1 + was worse than that of HER2 0 and HER2 2 +, but it 
was improved significantly with the help of AI [24]. DAB 
density evaluation with the help of AI gives much higher 
AUC, indicating a better HER2 prediction performance 
than the DAB density estimates only.

To assess the interpretability and capability of our AI 
model, the attention heatmaps generated by our AI model 
for the HE slides were compared with the corresponding 
the staining patterns of the corresponding IHC slides due 
to HE slides cannot directly reflect HER2 protein levels. 
In the HER2-positive cases, large areas were estimated 
as of high DAB density that were displayed in orange 
and red in the heatmaps. In contrast, in HER2-negative 
cases, the majority of the tissue region was estimated as 
of low DAB density lacking HER2 protein expression. 
The highlighted activation areas in the heatmaps are 
consistent with the DAB density in the corresponding 
IHC images. This supports the idea of using DAB density 
as a potential feature for HER2 status prediction. It could 
be observed that only few areas in the HER2-negative 
samples contribute to the HER2 positivity, whereas the 
majority of tissue regions in the positive cases have high 
HER2 prediction scores. It should also be noted that 
regions with high HER2 prediction scores are consistent 
with high DAB intensity areas in the corresponding IHC 
images. Visualization of HER2 scores demonstrated the 
capacity of our AI model in identifying regions with 
HER2 protein expression from HE slides. Although the 
aforementioned methods can predict the HER2 scores or 
status directly from HE slides, the features learned from 
the HE slides may not fully reflect the expression level 
of HER2 protein hidden in the IHC slide, and the model 
interpretability may need further exploration [21–23, 30]. 
In conclusion, compared with previous methods, our AI 
model is more powerful in prediction of HER2 status 
with HE instead of IHC sections, including HER2 0, 1 +, 
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2 + and 3 + cases, while the study of Wu et al. [24] focused 
only on differentiating HER2 0 and HER2 1 + tumors, and 
the method of SlideGraph + skipped HER2 2 + cases [21]. 
Up to now, few studies have evaluated the role of AI in 
differentiating all HER2 status by HE-staining, except for 
our AI model.

Despite the promising results demonstrated in 
this study, several limitations and challenges should 
be addressed, which highlight the need for further 
refinement and validation. One critical limitation lies 
in the dataset, whose sample size remains insufficient 
to ensure robust model generalizability, thereby 
necessitating expansion to include a larger and more 
diverse cohorts. Furthermore, the dataset suffers 
from class imbalance, particularly in the HER2 0 
and 1 + categories, which, despite the application of 
resampling strategies, continues to undermine model 
performance and may lead to biased predictions. The 
predictive performance of the AI model, especially 
in distinguishing between HER2 0 and 1 + categories, 
requires significant improvement, as these categories 
exhibit subtle pathological differences that complicate 
accurate classification.

In addition to these limitations, the study faces 
several challenges that hinder the clinical applicability 
of the model. Variations in slide preparation, staining 
protocols, and digitization techniques across different 
medical centers introduce substantial heterogeneity 
into the data, which limits the generalizability of the 
AI model and complicates its deployment in diverse 
clinical settings. Another challenge arises from the 
subjective nature of pathological annotations, which 
rely heavily on the judgment of individual pathologists 
and may lead to inconsistencies that affect both model 
training and validation. Given these challenges, the 
current performance of AI model remains insufficient for 
clinical implementation due to inadequate accuracy and 
reliability.

To address these limitations and challenges, future 
research will focus on several critical directions. 
Multi-center data will be incorporated to enhance 
the ability of AI model to handle data heterogeneity, 
which is critical for improving generalizability across 
different institutions. Additional training data will be 
collected to address class imbalance and further refine 
model performance, particularly for underrepresented 
categories. Moreover, multi-modal data integration will 
be explored to provide more comprehensive information, 
thereby enhancing the predictive capabilities of the 
model. These efforts, which aim to bridge the gap 
between research and clinical practice, are essential 
for ensuring the model’s utility and reliability in real-
world applications. Of course, from the perspective of 

treatment and clinical outcome, in future research, we 
will continue the follow-up to evaluate the relationship 
between HER2 interpretation results by our AI model 
with long-term clinical outcomes.
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